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Disclaimer 

The information in this document is provided “as is”, and no guarantee or warranty is given that the information 
is fit for any particular purpose. The content of this document reflects only the author`s view – the European 
Commission is not responsible for any use that may be made of the information it contains. The users use the 
information at their sole risk and liability. 
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Executive Summary 

This deliverable presents the research on two selected current emerging legal issues of relevance 
for researchers in cybersecurity.  

The first part provides some general guidance for responsible and legally compliant cybersecurity 
research and innovation with its large amount of often personal data. It takes into account what the 
European Commission's objectives are for future collaborative research. In doing so, we analyse the 
interactions between research policy goals and data protection regulations and make suggestions 
on how to achieve a good balance between the two. We conclude that the General Data Protection 
Regulation allows for some adaptations to the specific situation of the use of personal data for sci-
entific research purposes, especially those with high societal relevance, such as cyber security. The 
limiting factor here is that beyond the actual research process, the stricter general rules of data 
protection law must be observed, for example in the use of data that is not collected for research 
purposes or in the operation of the technical systems developed. 

As a result of Directive (EU) 2019/1024 on open data and the re-use of public sector information, 
researchers must be prepared to make all data from publicly funded research available for re-use by 
third parties free of charge and in accordance with FAIR (findable, accessible, interoperable, re-
usable) principles. Finally, the recently adopted Data Governance Act and the Data will create the 
possibility of altruistic data sharing to improve research for public interest purposes within the Union 
harmonized rules for fair access to and use of data. 

The second part addresses issues connected to the "Coordinated (Controlled) Vulnerability Disclo-
sure" (CVD) model requiring that a vulnerability be disclosed to the public only after the responsible 
parties have been allowed sufficient time to patch or remedy the vulnerability. For the time being, 
CVD takes place in a legal grey area where even actors with the best of intentions risk being prose-
cuted. The analysis of the legal regulations in the member states of the EU shows that CVD is not 
regulated in all countries, and that regulations differ significantly or are even contradictory. Thus, 
activities that are legal in one country may be illegal in another. It is argued that it would be useful to 
harmonize legal regulations in Europe so that CVD can take place under equal conditions and with-
out the risk of criminal prosecution. 

 

 

https://en.wikipedia.org/wiki/Patch_(computing)
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Chapter 1 Introduction 

One of the goals of the "accountability activities" within the SPARTA project was to provide guidance 
to researchers and developers involved in cybersecurity research that goes beyond the specific 
problems and scope of the individual SPARTA programmes. Elements of this guidance have been 
presented in previous deliverables. 

Previously in D2.1 [37], we have analysed the relevant legal aspects in the context of large-scale 
cybersecurity research and innovation after defining the cybersecurity notion. We focused on safe-
guarding fundamental rights in cybersecurity research and innovation. This choice was explained by 
the fact that security must serve the fundamental rights recognized by the European Union.  

Then, in D2.3 [59], we presented the common issues identified among the SPARTA Programs con-
cerning General data protection regulation (GDPR) compliance during the project's lifetime. During 
the meetings with the experts working in the SPARTA Programs, we identified some misinterpreta-
tions around the concept of protection of personal data and explained these related notions. The 
correct understanding of the key definitions of the GDPR is the prerequisite for the successful em-
bedding of the data protection principles while developing a technological solution. We examined 
the exceptions to privacy laws in the context of national security, the category of national security 
itself and evolving practices. Our contribution reflected on the concept of the national security ex-
emption established in GDPR. Moreover, we have reviewed the laws and strategies regarding na-
tional security that have been enacted by some selected Member States.  

This deliverable now expands the scope of our previous work by addressing current and emerging 
issues. 

Chapter 2 of this report provides some general guidance for responsible and legally compliant cy-
bersecurity research and innovation. It takes into account what the European Commission's objec-
tives are for future collaborative research. In doing so, we analyse what interactions there are be-
tween research policy goals on the one hand and data protection regulations on the other and make 
suggestions as to how a good balance between the two can be achieved. Of particular importance 
are the draft regulations currently being negotiated in the area of data use, i.e., artificial intelligence 
act, data act, data governance act and the recently adopted Digital Services Act and the Digital 
Markets Act.  

Chapter 3 addresses issues of "Coordinated (Controlled) Vulnerability Disclosure" (CVD). The iden-
tification of cyber vulnerabilities in existing systems is an important area of cybersecurity activity, as 
their exploitation can lead to serious damage and disruption. However, there are also particular legal 
uncertainties associated with this, as the intrusion and analysis of systems and the disclosure of 
identified vulnerabilities are potentially criminal acts, even if performed with good intentions. So far, 
CVD is only regulated in some EU member states, and these regulations are not harmonised across 
Europe, with the result that practices that are legal in one country may be illegal in another. In the 
chapter we provide an overview of the regulatory landscape in Europe and discuss the need and 
added value of an EU-wide regulation that would exempt CVD from criminal liability. 
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Chapter 2 Data protection law in scientific research 

2.1 Introduction - Concept of European scientific research 

In every scientific research that includes personal data, a balance has to be found between a mas-
sive or excessive use of data for cybersecurity purposes and a legal framework for the protection of 
personal data that allows cybersecurity research. Thus, this chapter concludes the work on data 
protection issues by analysing the concept of European scientific research and the strategy devel-
oped by the European Union in this regard, as well as the impact of the GDPR on this subject. This 
chapter aims to demonstrate, through guidelines, that the protection of personal data strikes a bal-
ance between the protection of privacy and the need for scientific research.  

2.1.1 European approach to research  

Although there is no specific definition of the notion of European scientific research in the legislation, 
article 2, 1° of the Regulation of the European Parliament and of the Council of 11 December 2013 
establishing the framework program for research and innovation "Horizon 2020" (2014-2020) and 
repealing Decision No 1982/2006/EC refers to the notion of research by defining the term "research 
and innovation activities" as " the whole spectrum of activities of research, technological develop-
ment, demonstration and innovation, including the promotion of cooperation with third countries and 
international organisations, the dissemination and optimisation of results and the stimulation of high 
quality training and mobility of researchers in the Union".  

Moreover, by analysing the common language to better understand what European scientific re-
search meant, we were able to arrive at the following definition "A set of studies and work carried 
out with rigour, high standards, objectivity, method and precision by a specialist with the aim of ad-
vancing knowledge at European level"1. 

More concretely, the European Union is facing an increasing global competition in scientific and 
technological research and development [20]. For several years, strategies and investments have 
been put in place to address this problem. Recently, two framework programs have been imple-
mented: Horizon 2020 (2014-2020) [7, 21] and Horizon Europe (2021-2027) [4]. It attempts to con-
tinue the objectives proposed by the Horizon 2020 program by focusing on three pillars: Science and 
Technology, Society, Economy. Open science is also a fundamental part of the strategy2. The Euro-
pean Union has developed its strategy on cybersecurity research in order to strengthen the confi-
dence of European citizens in new technologies and insists on innovation that respects fundamental 
rights3.  

Besides that, we can note the existence of a European Research Area [24], which was created in 
2000 to promote scientific and technological cooperation between Member States in order to estab-
lish a coherent European research policy. This makes it possible to create a common market for 
science, research and innovation, financed by the European Union. Its strategic support is the Eu-
ropean Research Area Committee (ERAC)4. Another European research network has existed since 

 

1 https://www.larousse.fr/dictionnaires/francais/recherche/67011 ; https://dictionnaire.lerobert.com/definition/recherche ; 
https://www.larousse.fr/dictionnaires/francais/scientifique/71473 ; https://dictionnaire.lerobert.com/definition/scientifique.  
2 To this end, the Open Research Europe platform (https://open-research-europe.ec.europa.eu/) was launched in March 
2021. As regards the pillars, we can mention firstly the strengthening of the EU's scientific and technological excellence 
and the European Research Area (science and technology). Secondly, responding to strategic priorities, including ecolog-
ical and digital transitions and sustainable development objectives (society). And thirdly, boosting innovation capacity, 
competitiveness and employment (economy) [4].  
3 “Improving cybersecurity is therefore essential for people to trust, use, and benefit from innovation, connectivity and 
automation, and for safeguarding fundamental rights and freedoms, including the rights to privacy and to the protection of 
personal data, and the freedom of expression and information” [25]. 
4https://www.consilium.europa.eu/fr/council-eu/preparatory-bodies/european-research-area-innovation-committee/  

https://www.larousse.fr/dictionnaires/francais/recherche/67011
https://dictionnaire.lerobert.com/definition/recherche
https://www.larousse.fr/dictionnaires/francais/scientifique/71473
https://dictionnaire.lerobert.com/definition/scientifique
https://www.consilium.europa.eu/fr/council-eu/preparatory-bodies/european-research-area-innovation-committee/
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1971, the COST (European Cooperation in Science and Technology)5, an intergovernmental struc-
ture for scientific cooperation. Other bodies exist to assist the development of European research, 
such as the European Innovation Council6; the ESFRI (European Strategy Forum on Research In-
frastructures)7; or even the EIT (European Institute of innovation and technology)8. 

Finally, let us specify that articles 179 to 190 of the Treaty on the Functioning of the European Union 
provide the legal basis for actions in support of European cooperation in research and technological 
development.  

2.1.2 The place of scientific research in the GDPR9  

Personal data is defined as “any information relating to an identified or identifiable natural person 
(‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly” 
(Article 4.1, GDPR). We can expect that a massive amount of personal data will be collected to carry 
out research (identity of participants in a study and results, analysis of medical data, analysis of 
behaviour, etc.).  

In contrast, we do not find a definition of scientific research in the GDPR. Only recital 159 of the 
GDPR gives some indication and called for a broad interpretation10. It includes notably technological 
development and demonstration. Additionally, the Article 29 Working Party (now replaced by the 
European Data Protection Board) considers that the notion of scientific research can more broadly 
cover any research project established that meets the methodological and ethical standards of the 
sector [8]. It should be noted that Recital 162 of the GDPR also gives some guidance on the concept 
of statistical research. 

The GDPR allows for some adaptations to the specific situation of the use of personal data for sci-
entific research purposes (see the section below for practical guidance on these derogations). These 
are the following principles:  

- Purpose limitation. In principle, the controller of personal data must determine in advance and 
with precision the purpose he/she wishes to pursue (article 5 of the GDPR). By way of derogation, 
Recital 33 of the GDPR allows for some flexibility, with a constant and increasingly precise de-
termination of the purpose as the research process evolves. This possibility offered by the GDPR 
cannot be interpreted as allowing the controller not to have to anticipate and specify the purposes 
of the research in advance [8, 9]. Any exception to a general rule must be interpretated in a strict 
way. 

 

5 https://www.cost.eu/  
6 Which supports the careers of researchers by offering grants: https://eic.ec.europa.eu/ 
7 Which examines research infrastructure needs at European level: https://www.esfri.eu/ 
8 Which seeks to increase Europe's competitiveness, sustainable economic growth and job creation by promoting and 
strengthening cooperation between key business, education and research organizations and by fostering innovation and 
entrepreneurship in Europe by creating environments in which creative and innovative ideas can flourish [5]. 
9 For the legal framework concerning the scientific research in the GDPR, please see Recitals 19, 33, 50, 52, 53, 62, 65, 
113, 156, 157, 159, 161, 162 and Articles 1.b, 5.1.e, 5.1.j, 14.5.b, 17.3.d, 21.6, 32, 89.  
10“Where personal data are processed for scientific research purposes, this Regulation should also apply to that pro-
cessing. For the purposes of this Regulation, the processing of personal data for scientific research purposes should be 
interpreted in a broad manner including for example technological development and demonstration, fundamental research, 
applied research and privately funded research. In addition, it should take into account the Union's objective under Article 
179(1) TFEU of achieving a European Research Area. Scientific research purposes should also include studies conducted 
in the public interest in the area of public health. To meet the specificities of processing personal data for scientific research 
purposes, specific conditions should apply in particular as regards the publication or otherwise disclosure of personal data 
in the context of scientific research purposes. If the result of scientific research in particular in the health context gives 
reason for further measures in the interest of the data subject, the general rules of this Regulation should apply in view of 
those measures”, Recital 159 of the GDPR. 

https://www.cost.eu/
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- Compatibility of the purpose of the research with the purpose for which the data were originally 
collected. The collection of personal data may consist of initial or further processing. Initial pro-
cessing means that personal data are collected for the first time by the controller to carry out 
scientific research from the outset. This processing must be based on one of the lawfulness 
grounds listed in Article 6 of the GDPR (see also the point below on consent from the data subject 
for research purposes). When a natural or legal person wishes to re-use personal data for a 
purpose other than the original processing, the GDPR requires him/her to carry out an examina-
tion of the compatibility of the new purpose he/she wishes to pursue with the original purpose 
(Article 6.4 GDPR). If scientific research is not the purpose for which the data were originally 
collected (further processing), the GDPR admits an accounting in principle (Recital 50 and Article 
5.1 b). In this case, the transparency obligations contained in the article 13, paragraph 3 and 
article 14, paragraph 4 shall apply [8]. 

- Consent. When consent is the most appropriate basis to guarantee the lawfulness of the scien-
tific research, the data controller may collect the consent of the data subject for a broadly defined 
purpose and give the possibility to consent to subsequent steps as the research progresses (see 
below) [8]. 

- Storage limitation. Personal data may be kept longer than necessary to fulfil the original purpose 
in case of further processing for scientific research purposes. The safeguards provided for in 
Article 89 of the GDPR must be put in place (article 5.1e) of the GDPR). 

- Rights of the data subjects. Article 89.2 of the GDPR allows for certain derogations to the rights 
of data subjects provided that the derogation is necessary to achieve the purpose of the research. 
These are the right of access (article 15 of the GDPR), the right of rectification (article 16 of the 
GDPR), the right to the restriction of the processing (article 18) and the right to object (article 21 
of the GDPR). There is no possibility of derogation for the right to erasure (article 17) and the 
right to data portability (article 20) in case of consent by the data subject to collect personal data 
for research purposes. This possibility of limiting the rights of data subjects might be under some 
guarantees put in place by the data controller by the law of each Member States. Additionally, 
article 14 of the GDPR provides for exceptions to data subject rights. Thus, special rules should 
apply when processing personal data for scientific research purposes as we explain in the fol-
lowing guidelines. Figure 1 outlines the different steps that should be followed by the data con-
troller. 

However, it is important that the GDPR leaves room for Member States to legislate in the specific 
context of scientific research. It is therefore important to check compliance with the GDPR but also 
with the applicable national law (recital 156 of the GDPR). 
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Figure 1: Timeline for compliance with the GDPR 

2.2 Guidelines 

2.2.1 Purpose and scientific research 

In WP6, we have established the legal framework to preserve personal data in intelligent infrastruc-
tures and the privacy-enhancing mechanisms that could be used [38]. For the specific topic on AI, 
we refer to the deliverables D7.1, D7.2, D7.4 and D7.5 to develop the GDPR consideration (see also 
the work of the High-level Expert Group on AI [30, 31]). 

As the GDPR mentions the importance and interest for society of processing operations carried out 
for scientific or historical research purposes as long as these processing operations comply with the 
personal data protection requirements of the Regulation (Recital 156 and 157, GDPR), the following 
guidelines are transversal to all the Programs.  

Indeed, article 5(1)(b) of the GDPR provides that personal data may only be collected for "specified, 
explicit and legitimate purposes" which must in principle be defined prior to processing. However, 
Recital 33 acknowledges that it is not always possible to determine in advance the exact purpose of 
a processing operation carried out for scientific research purposes11.  

Note that the mere indication of "for research purposes" is not sufficient. A lack of precision regarding 
the purpose can be compensated by the controllers providing regular information on the evolution of 
the purpose as the project progresses so that over time the consent is as specific as possible. In this 
way, the data subject will have at least a general understanding of the state of play, which will enable 
him to assess whether he wishes to make use of his right to withdraw consent in accordance with 
Article 7(3) [8]. 

The establishment of a comprehensive research plan that data subjects could consult before giving 
their consent could also help to compensate for the lack of precision of the purpose. This research 
plan should describe the research questions and the envisaged working methods as clearly as pos-
sible. It could also contribute to compliance with Article 7(1), as controllers must be able to prove 
that the information was accessible to data subjects at the time of consent in order to demonstrate 
the validity of the consent [8]. The information must be comprehensive. 

 

11“it is often not possible to fully identify the purpose of personal data processing for scientific research purposes at the 
time of data collection. Therefore, data subjects should be allowed to give their consent to certain areas of scientific re-
search when in keeping with recognised ethical standards for scientific research”, Recital 33, GDPR 
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EXAMPLE: At the time of data collection, a research centre knows that it will process certain cate-
gories of research but does not yet know precisely what processing will be carried out. The research 
centre, which is responsible for the processing, may seek the consent of the data subject only for 
certain areas of research or certain parts of research projects, insofar as the purpose of the research 
permits (Recital 33, GDPR). 

 

2.2.2 Further purpose when research results or raw data are to be re-used 

The GDPR prohibits further processing if the purpose is not compatible with the initial purpose. This 
prohibition is lifted if the data subject consent (Article 6.4, GDPR). In determining the compatibility of 
purposes, account must be taken, inter alia, of any link between the purposes for which the personal 
data have been collected and the purposes of the intended further processing; the context in which 
the personal data have been collected, in particular regarding the relationship between data subjects 
and the controller; the nature of the personal data, the possible consequences of the intended further 
processing for data subjects; the existence of appropriate safeguards, which may include encryption, 
minimisation, anonymisation or pseudonymisation (Article 6.4, GDPR). 

Nevertheless, the re-use of data for scientific research purposes is presumed to be compatible with 
the initial purpose of processing if appropriate safeguards are respected, in particular those referred 
to in Article 5.1.b) and Article 89.1. GDPR and the guarantees put in place at national level where 
applicable. The GDPR also states that if these initial or further scientific research purposes of the 
processing can be achieved without identifying the data subjects, this should be done. 

In practice, the controller of research data may encrypt, pseudonymise or anonymise the data (mak-
ing it impossible to identify individuals) provided, of course, that the purposes can be achieved in 
this way. It should be noted, however, that insofar as the scientific research purpose of the pro-
cessing (or further processing) can be achieved without identification of the data subjects, the con-
troller must go beyond pseudonymisation and must ensure that the data subjects are no longer 
identifiable (Article 89.1, GDPR). These measures are part of the Privacy by Design principle, which 
implies protecting personal data from the very beginning. This means that researchers are now 
obliged to integrate this principle of personal data protection into the implementation of projects in-
volving data processing (Article 25, GDPR).  

Finally, if the controller uses a subcontractor in this further processing, a subcontracting agreement 
should be drawn up which sets out the roles and responsibilities of each party, in particular the 
subject-matter and duration of the processing, the nature and purpose of the processing, the type of 
personal data and categories of data subjects and the obligations and rights of the controller (Article 
28.3, GDPR). 

EXAMPLE: The data subject was not initially informed of the pursuit of a scientific research purpose. 
It is only later that the controller decides to pursue such a purpose. In this case, the appropriate 
safeguards referred to in Article 89.1 GDPR shall apply, for example by pseudonymising the data.  

 

2.2.3 Lawfulness 

Any processing of personal data, including for research purposes, must find its basis for lawfulness 
in one of the six possibilities proposed by Article 6.1 GDPR. At first glance, we might think that 
consent (Article 6.1. a), GDPR) is the most adequate basis for lawfulness. However, the European 
Data Protection Board (“EDPB”) has expressed a clear opinion for clinical trials [16] that consent is 
not the most appropriate basis for scientific research. Indeed, the EDPB considers that the condition 
of freedom of consent could be biased in certain cases, for example in the context of clear imbal-
ances between the data subject and the controller. This could be the case in the context of scientific 
or medical research that targets elderly people, who have not had access to a certain level of edu-
cation or who live in a certain disadvantaged environment. The person concerned must understand 
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that he is the subject of a scientific study (principle of transparency) in order to be able to give in-
formed consent [16].  

In the past, the Article 29 Working Party already stated that “at the same time, the GDPR does not 
restrict the application of Article 6 to consent alone, with regard to processing data for research 
purposes. As long as appropriate safeguards are in place, such as the requirements under Article 
89(1), and the processing is fair, lawful, transparent and accords with data minimisation standards 
and individual rights, other lawful bases such as Article 6(1)(e) or (f) may be available.69 This also 
applies to special categories of data pursuant to the derogation of Article 9(2)(j)” [8]. 

Where the research purposes cannot be specified in their entirety, the controller should find other 
methods to ensure that the essence of the consent requirements are met as far as possible, for 
example by ensuring that data subjects can give consent for a research purpose expressed in more 
general terms, as well as for any specific stages of the research project known in advance. As the 
research project progresses, consent for subsequent stages of the project may be obtained before 
these stages begin [8]. 

Other issues arise in the case of consent as a basis for lawful processing, in particular the question 
of withdrawal of consent and the fate of the processing activities. The EDPB responds that in this 
case, the controller must cease all processing and delete the data if no other legal basis can justify 
it. In the area of research, an exception exists which states that the right to erasure does not apply 
if it is likely to make it impossible or seriously compromise the achievement of the research objectives 
(Article 17.3.d), GDPR). 

The EDPB therefore proposes that the public interest mission (Article 6.1.e), GDPR) or legitimate 
interest (Article 6.1.f), GDPR) should be the basis for lawfulness for research [16].  

EXAMPLE 1: The processing of personal data in the context of clinical trials can thus be considered 
as necessary for the performance of a task carried out in the public interest when the conduct of 
clinical trials directly falls within the mandate, missions and tasks vested in a public or private body 
by national law [16]. 

EXAMPLE 2: For all other situations where the conduct of research cannot be considered as nec-
essary for the performance of the public interest tasks vested in the controller by law, the processing 
of personal data could be “necessary for the purposes of the legitimate interests pursued by the 
controller or by a third party”.  In this case, it must be possible to justify that the legitimate interests 
pursued by the controller override the interests or fundamental rights and freedoms of the data sub-
ject (Article 6.1.f), GDPR). 

 

2.2.4 Data minimisation 

Data minimisation is a legal obligation under Article 5.1(c) of the GDPR which requires the controller 
to limit the processing of personal data to that which is necessary for the purpose previously deter-
mined. This principle of minimisation cannot be limited to the amount of personal data but requires 
the controller to define a global privacy policy which, by default, is the least intrusive of the data 
subjects' privacy. As an essential guarantee to ensure research that respects the right to privacy [8], 
the GDPR does not allow any derogation from this principle in the specific context of research and 
encourages the use of anonymised data and, where appropriate, pseudonymised personal data as 
a matter of priority (Article 89 GDPR). For example, it is important to consider not disclosing research 
results in an identifiable form if this is not relevant to the purpose of disclosure or decoupling identi-
fying data from research data where the purpose of the research allows (Recommendation 09/2012, 
Belgian data protection authority). The following Figure 2 illustrates the differences between anony-
mised and pseudonymised data. The data minimisation principle requires to process in priority anon-
ymised data or, if anonymised data is not appropriate for the purpose, to process pseudonymised 
personal data. Figure 3 mentions the steps to be followed to implement the data minimisation obli-
gation. 
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• Anonymisation  

 

• Pseudonymisation 

Figure 2: Anonymised and pseudonymised data 

 

See deliverable D2.3 for more information about the notion of anonymisation/pseudonymisation 
and how to evaluate an anonymisation solution. 

 

 

Figure 3: Data minimisation implementation 
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EXAMPLE 1: Article 201 of the Belgian law of 30 July 2018 on the protection of individuals with 
regard to the processing of personal data provides for when personal data are processed for sci-
entific or historical research or statistical purposes by a data controller other than the original con-
troller, the original data controller must anonymise or pseudonymise the data prior to their disclo-
sure to the subsequent controller. The subsequent controller does not have access to the pseu-
donymisation keys. 

EXAMPLE 2: Article 205 of the Belgian law of 30 July 2018 on the protection of individuals with 
regard to the processing of personal data prohibits the dissemination of non-pseudonymised data 
for research purposes, except with the consent of the data subject. 

 

2.2.5 Sensitive data 

The processing of certain categories of data is prohibited by the GDPR (Article 9.1, GDPR) [60]. In 
fact, by its nature, sensitive data is information that may have a particularly critical impact on an 
individual's privacy if it were revealed (Art 9.2.a), GDPR)12. It should be remembered that this re-
quires increased vigilance when using them.  

However, the text provides various exceptions, including one concerning research in Article 9.2.j). 
To benefit from this exception, several conditions must be satisfied. Firstly, the processing for scien-
tific or historical research purposes must comply with the content of Article 89.1 GDPR based on 
Union law or the law of a Member State. Secondly, the processing must be proportionate to the 
purpose. Thirdly, it must respect the essence of the right to data protection and provide for appropri-
ate and specific measures to safeguard the fundamental rights and interests of the data subject 
(Article 89.1 GDPR). In particular regarding the processing of genetic, biometric or health data, the 
GDPR allows Member States to maintain or introduce additional conditions, including limitations (Ar-
ticle 9.4, GDPR). 

Moreover, Recital 53 of the GDPR specifies that special categories of personal data that merit higher 
protection should only be processed for health-related purposes if this is necessary to achieve those 
purposes in the interests of individuals and society as a whole.  

EXAMPLE 1: An example is the processing of health data in the context of a pandemic, for scientific 
or historical research purposes, through studies conducted in the public interest in the field of public 
health. This processing may be carried out for quality control purposes or for information on the 
management and general national and local supervision of the health care system (Recital 53, 
GDPR).   

EXAMPLE 2:  The Belgian law of 30 July 2018 on the protection of individuals with regard to the 
processing of personal data in Article 9 specifies three additional measures to be taken when pro-
cessing genetic, biometric or health-related data: 

1° the categories of persons having access to personal data are designated by the controller or, 
where applicable, by the processor, with a precise description of their function in relation to the pro-
cessing of the data concerned; 

2° the list of the categories of persons thus designated is kept at the disposal of the competent 
supervisory authority by the controller or, where applicable, by the processor; 

3° it shall ensure that the designated persons are bound by a legal or statutory obligation, or by an 
equivalent contractual provision, to respect the confidentiality of the data concerned. 

 

 

12Sensitive data could be racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union mem-
bership, and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural person, data 
concerning health or data concerning a natural person's sex life or sexual orientation. 
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2.2.6 Transparency  

The GDPR does not give a precise definition of the principle of transparency, but it can be under-
stood as requiring that any information and communication relating to the processing of personal 
data should be easily accessible, easy to understand (use of a user-centric approach) and ensure 
clear and understandable language (Recital 39, GDPR). These transparency rules apply to the in-
formation to be provided to data subjects on the processing of their data (even if the personal data 
are not collected directly from the data subject) (Articles 13 and 14, GDPR ), to the communication 
of data subjects' rights (Articles 15 to 22, GDPR) and in case of a data breach (Article 34, GDPR). 
At any stage of the research, the researcher responsible for the data processing must be transparent 
to the data subject, for example by clearly explaining the purpose of the research and the impact of 
the participation of the people concerned in the research. Where it is not possible for the researcher 
to provide the above information directly to the data subject or where this would require dispropor-
tionate efforts (e.g., in case of further processing), the researcher shall endeavour to disseminate 
this information in another way (Article 14.5.b), GDPR) [15].   

Researchers responsible for processing data in research have an obligation that information and 
communications are concise, transparent, intelligible, and easily accessible, that they use clear and 
simple language, that they are provided in writing or by other means, including, where appropriate, 
electronically, or orally at the request of the data subject (Article 12.1, GDPR), and that they are free 
of charge (Article 12.5, GDPR). The guidelines on transparency under Regulation 2016/679 drafted 
by the Article 29 Working Party elaborate on these criteria and can help controllers better understand 
their obligations [9]. 

However, certain exceptions exist (Articles 13.4 and 14.5, GDPR), for example if the data subject 
already had the information (Articles 13.4 and 14.5, a), GDPR) or if the provision of such information 
proves impossible or would require disproportionate efforts, in the case of processing of data for 
archival purposes in the public interest, for scientific or historical research purposes or for statistical 
purposes. In such cases, the controller must take appropriate measures to protect the rights and 
freedoms and legitimate interests of the data subject (Article 14.5, b), GDPR). In this respect and as 
mentioned in recital 62, the number of data subjects, the age of the data, as well as any appropriate 
safeguards adopted should be considered (Recital 62, GDPR).  

Finally, in case of transfers of data processed for scientific or historical research or statistical pur-
poses, the legitimate expectations of society for the advancement of knowledge should be consid-
ered. As regards the principle of transparency in this respect, the controller should inform the super-
visory authority and the data subject of the transfer (Recital 113, GDPR). 

EXAMPLE: During a clinical trial, controllers must inform data subjects why they are participating in 
the trial, what data will be used, why they will be processed, etc. All this information must be easily 
understandable by the data subject. All this information should be easily understandable by the per-
son concerned by the clinical trial. If this information is already known to the clinical trial applicant or 
if giving this information requires a disproportionate effort, then the data controller should put in place 
appropriate measures to protect the rights and freedoms and legitimate interests of the data subject. 

 

2.2.7 Security   

Appropriate security is an essential condition for the processing of personal data and provides an 
additional guarantee for the research activity [8]. Article 32 of the GDPR requires the controller to 
ensure the information and physical security of personal data. The security principle is not absolute 
and is determined according to:  

- the state of knowledge and the costs of implementing security measures; 
- the nature, scope and purpose pursued by the controller;  
- the risks identified for the data subjects. 

It is therefore security adapted to the seriousness of the risks incurred that is required by the regu-
lations on the protection of personal data. This approach is called “the risk-based approach”. It will 
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help the data controller and the data processor to determine the technical and organisational 
measures that need to be implemented in order to minimise the identified risks. This approach pro-
motes “a scalable and proportionate approach to compliance”13 for security. Figure 4 illustrates the 
principle of the risk-based approach under the GDPR. 

 

Figure 4: GDPR and risk-based approach 

 

The Article 29 Working Party highlights that “the scalability of legal obligations based on risk ad-
dresses compliance mechanisms. This means that a data controller whose processing is relatively 
low risk may not to do as much to comply with its legal obligations as a data controller whose pro-
cessing is high-risk” [10]. It adds that “There can be different levels of accountability obligations 
depending on the risk posed by the processing in question. However, controllers should always be 
accountable for compliance with data protection obligations including demonstrating compliance re-
garding any data processing whatever the nature, scope, context, purposes of the processing and 
the risks for data subjects are” [10]. 

ENISA adopted guidelines and a methodology to determine the probability of a risk could occur [18]. 
 
The aim is to prevent a personal data breach as far as possible, i.e., a breach of security leading to 
the accidental or unlawful destruction, loss, alteration, unauthorised disclosure of, or access to, per-
sonal data transmitted, stored, or otherwise processed (Article 4.12, GDPR). Figure 5 illustrates the 
different steps for a security policy. 
 

EXAMPLE: Security measures must be strengthened when personal data, for the purposes of the 
research, cannot be pseudonymised. In case of pseudonymisation, the directory linking the pseu-
donymised data to information that clearly identifies the data subject must be protected by enhanced 
security measures. 

 
 

 

13 “Data subjects should have the same level of protection, regardless of the size of the organisation or the amount if data 
it processes. Therefore the Working Party feels that all controllers must act in compliance with the law, though this can be 
done on in a scalable manner” [10]. 
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Figure 5: Security policy 

 

2.2.8 Rights of data subjects  

Various rights, developed in Articles 14 to 22 of the GDPR, are guaranteed to the data subject in 
relation to the processing of his or her personal data: the right to be informed, the right of access, 
the right of rectification, the right to erasure, the right to restriction of processing, the right to data 
portability, the right to object and the right related to automated decision-making including profiling 
(Articles 14 to 22, GDPR). 

Article 89.2 of the GDPR states that Member States may provide exemptions to certain rights of data 
subjects in case of scientific or historical research purposes: the right of access, rectification, re-
striction, and objection (Article 89.2, GDPR). These derogations allow, among other things, to sup-
port and accompany the free flow of data exchanges in the scientific research sector. 

Furthermore, the GDPR authorises Member States to provide specifications and derogations regard-
ing data subjects’ rights, under specific conditions and appropriate safeguards14.  

The Regulation provides examples of what such conditions and safeguards may include, such as 
specific procedures allowing data subjects to exercise these rights if appropriate for the purposes of 
the specific processing, or technical and organisational measures to minimise the processing of per-
sonal data in accordance with the principles of proportionality and necessity (Recital 156, GDPR). 

EXAMPLE 1: The French law n° 78-17 of 6 January 1978 relating to data processing, files, and 
freedoms (transposing the GDPR) states in its Article 78 that a decree in the Council of State, issued 
after a reasoned and published opinion of the Commission nationale de l'informatique et des libertés 
(CNIL - French Data Protection Authority), will determine under which conditions and subject to 
which safeguards the rights of data subjects (access, rectification, restriction and objection) may be 
waived in whole or in part, with regard to processing for scientific or historical research purposes, or 
for statistical purposes. 

 

14 Recital 156 of the GDPR specifies that “Member States should be authorized to provide, under specific conditions and 
subject to appropriate safeguards for data subjects, specifications and derogations with regard to the information require-
ments and rights to rectification, to erasure, to be forgotten, to restriction of processing, to data portability, and to object 
when processing personal data for archiving purposes in the public interest, scientific or historical research purposes or 
statistical purposes”. 

Mapping of personal 
data collected 

Identification of possible 
risks in the event of a 
personal data breach

Regular analysis of the 
state of the art 

Identification of 
appropriate technical and 
organisational measures

Plan a security test 
phase

Awareness 
raising/training of 

researchers who process 
personal data

Establishment of a 
contact point and 

procedure for 
researchers to follow in 
the event of a breach of 
security of infrastructure 

and personal data

Continuous reporting and 
analysis of the security 

status + corrective action 
in case of identified 
security vulnerability



D2.6 – General guidelines for responsible cybersecurity research and innovation 

SPARTA D2.6 Public Page 13 of 31 

EXAMPLE 2: Article 186 of the Belgian law of 30 July 2018 on the protection of individuals with 
regard to the processing of personal data provides that if the exercise of the data subject's rights 
(right of access, rectification, restriction and objection) would make it impossible or seriously hamper 
the carrying out of processing for archival purposes in the public interest, for scientific or historical 
research purposes or for statistical purposes and where derogations are necessary to achieve these 
purposes, these derogations shall apply under the conditions determined by this law. 

 

2.3 Conclusion  

The ambition in this chapter was to list some general guidelines in the context of responsible and 
legally compliant cybersecurity research and innovation. Indeed, D2.6 closes this work package by 
analysing the concept of European scientific research and the strategy developed by the European 
Union in this regard, as well as the impact of the GDPR on this subject, to propose some practical 
guidelines for cybersecurity researchers. 

The GDPR allows for some adaptations to the specific situation of the use of personal data for sci-
entific research purposes. Thus, we have analysed the principles that particularly impact scientific 
research when processing personal data, such as purpose, lawfulness, data minimisation, sensitive 
data, transparency, security, and rights of data subjects. It should be borne in mind that the applica-
tion of the provisions on the protection of personal data involves both technical and organisational 
dynamics at all stages of the research project:  at the time of collection of the information, during its 
processing, and when the purposes of the scientific research have been achieved.  

Finally, it may be interesting to note that other legislative instruments deal with data sharing, notably 
for research purposes. The European Union has adopted the Directive (EU) 2019/1024 on open data 
and the re-use of public sector information [3]. Any research data (defined as “any document in a 
digital form, other than scientific publications, which are collected or produced during scientific re-
search activities and are used as evidence in the research process or are commonly accepted in the 
research community as necessary to validate research findings and result (Article 2.9 of the Directive 
2019/102415) should be made available for re-use by third parties. The Directive states that it should 
include research under public funding or co-funded by public and private-sector entities (Recital 28, 
Directive 2019/1024). Research data must be open, free of charge and in line with the FAIR princi-
ples16. 

We can also draw attention to a recent regulation from the European Commission: The Data Gov-
ernance Act [6]. The third part of this legal instrument sets up a framework for altruistic sharing of 
personal data, notably to improve research within the Union. The aim is to strengthen the sharing of 
personal and non-personal data without reward for public interest purposes. The proposed Regula-
tion does not define the notion of general interest. However, it specifies that the objectives are the 
fight against climate change, the improvement of mobility, official statistics, support for scientific re-
search, basic research, applied research and privately funded research (Recital 35). The data shared 
by the altruism entity must be done with the consent of the data subject (in case of personal data) or 
with the authorization of the entity that collected in the first place the data (in case of non-personal 
data). To be considered as altruism, the legal entity of general interest must operate on a not-for-
profit basis and must be independent from any entity that operates on a for-profit basis. The legal 
entity must respect several transparency obligations (Articles 15 to 22 GD). 

Last but not least, a recent Commission proposal has been published: the proposal for a Regulation 
of the European Parliament and of the Council on harmonised rules on fair access to and use of 

 

15Recital 27 explains that “Research data includes statistics, results of experiments, measurements, observations resulting 
from fieldwork, survey results, interview recordings and images. It also includes meta-data, specifications, and other digital 
objects. Research data is different from scientific articles reporting and commenting on findings resulting from their scien-
tific research”.  
16 See the regime provided for by article 10 of the Directive 2019/1024. 
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data (“Data Act”) [23]. This legal text lays down harmonised rules on making data generated using 
a product or related service available to the user of that product or service, on the making data 
available by data holders to data recipients (Article 1.1 and Chapters II and III of the Data Act). 
Chapter IV provides for rules to fight against unfair terms related to data access and use between 
enterprises. We should note the Chapter V which establishes a legal framework for mandatory data 
sharing (with certain limitations) from the private to the public sector in case of “exceptional need” 
(see Article 15 for situations falling under this criteria of exceptional need). Interestingly, Article 21 
specifies that a public sector body or a Union institution, agency or body shall be entitled to share 
data received based on an exceptional need with individuals or organisations in view of carrying out 
scientific research (see also Recital 68). 

 



D2.6 – General guidelines for responsible cybersecurity research and innovation 

SPARTA D2.6 Public Page 15 of 31 

Chapter 3 Encouraging Coordinated Vulnerability 

Disclosure: researchers’ protection 

3.1 Introduction 

Sustainable development of infrastructure, as sought by the UN in the agenda for sustainable devel-
opment  [58], requires resilient IT solutions. However, any software may contain bugs or security 
holes, which can be exploited and cause harm. According to the Eurobarometer data, 28% of Euro-
pean SMEs have experienced at least one type of cybercrime in 2021 [34]. Businesses are mostly 
concerned with hacking online bank accounts and phishing, account takeover, or impersonation at-
tacks, as well as viruses and spyware or malware [34]. The frequency of DDoS and ransomware 
attacks increased in 2020, the latter by 150% [19]. The ransomware attacks caused 18 days of 
downtime for an organization on average and the amounts to pay were doubled [28]. The threat to 
leak the data that was exfiltrated by the hackers increased from 8.7% in 2020 to 81% in 2021 [19]. 
Recent actions by Russia have shown that cyber-attacks are also used as a measure of hybrid 
warfare against private and public institutions seeking harm and paralysis of their functions. In June 
2022, dozens of Lithuanian institutions, such as the State Tax Inspectorate and Lithuanian Railways, 
were attacked affecting their ability to perform their functions [42].   

Prevention of cyber vulnerabilities is thus a problem that requires immediate attention and concrete 
solutions. Since the exploitation of network and information system vulnerabilities can lead to serious 
damage and disruption, the rapid identification and remediation of these vulnerabilities is a crucial 
factor in reducing cybersecurity risks [14]. Framework for early disclosure of vulnerabilities, particu-
larly before the damage is done, is one of those solutions currently under development in the EU. 

Coordinated (Controlled) Vulnerability Disclosure (CVD) is a process that allows IT vendors and 
finders of vulnerabilities to cooperatively discover solutions to reduce the risk associated with public 
vulnerabilities [35]. For instance, a researcher (finder) who discovered a flaw in a system, informs 
the developer (vendors, providers) of a system about a flaw and potential fixes. This allows the 
developer to take mitigation measures (patches, traffic monitoring, blocking) to eliminate or reduce 
the risk that the vulnerability is used by an attacker. Only then the vulnerability is published [50]. A 
researcher who discovers a system flaw informs the system developers of the deficiency and possi-
ble corrective actions. This permits the developers to take corrective actions to reduce the risk or 
neutralize the possibility of an attacker using the vulnerability. Only then the release of the vulnera-
bility will be possible [35]. 

Given the gravity of the problem, the first policies and regulations were introduced over the last 
decade. Member States have approached the question under scrutiny in a different manner. Some 
countries (such as France or Poland) assure by the legal provisions that researchers will not face 
criminal liability, others do not provide a clear legal ground for such an assurance (for instance, 
Germany or Denmark). Other countries fear that the inclusion of CVD in national laws may enable 
hackers to access government systems without being held accountable [51]. On the other hand, the 
lack of clear policy and legal provisions making sure that researchers will not be criminally liable 
creates an obstacle for researchers to follow CVD procedures [51]. 

A lack of regulation in some states determines that voluntary schemes are brought to life by private 
companies. Since hackers frequently discover such flaws and, without the vendor’s consent, disclose 
step-by-step instructions about vulnerability to the public, disregarding the possible IT security risk, 
vendors introduce responsible disclosure policies or “bug bounty” programs for the so-called “white 
hat” (and “grey hat”) hackers [36]. 

The latter falls under the umbrella term of hacking performed in search of vulnerabilities (such as 
bugs, or gaps) in the IT system, to alert the owner of any risks they are not aware of [54]. These 
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activities are exercised for good – to help address security vulnerabilities and increase the security 
of IT systems [54]. The “white hat” hacking, i.e. hacking with the system owner’s permission to test 
the resilience of a system usually raises no critical legal issues [54]. In contrast, “grey hat” hacking 
without malicious intent creates more legal ambiguity [54]. Legal vacuum and technicalities may 
subject such individuals to uncertainty – breaching an IT system without the owner’s prior approval 
may, depending on the system and jurisdiction, amount to administrative or even criminal liability 
[54]. 

This situation leaves hackers in a predicament. On the one hand, they are encouraged by the com-
pany to disclose any exploits in exchange for a reward. On the other hand, they risk being prosecuted 
on the grounds of the formal composition of the crime. The owner of the IT system suffers too – even 
if the exploit of a system was found and reported, such action may formally amount to a data security 
breach subject to notification, resulting in additional administrative hurdles and even further formali-
ties [54]. 

Various computer-related crimes are punishable under the national criminal law of different coun-
tries. The approach towards these crimes in the EU was harmonized by the Cybercrime Directive 
[1]. Several other regulatory initiatives were taken to fight the crimes and prevent them, where CVD 
was recognized as one of the effective means for improving the security of information systems [2]. 
Despite these efforts, cybersecurity experts doubt if the CVD mechanism may be effective at the EU 
level without harmonization efforts [17, 61]. Therefore, it is important to understand not only the 
possible need and added value of the EU-wide regulation, but also to identify which EU document 
would be the most suitable for this purpose. 

Given the issues mentioned above, the main goal of the research of this section is to establish the 
differences in the scope of legal protection provided for vulnerability researchers at the national level, 
particularly considering possible negative consequences once the vulnerability is established and 
revealed. It discusses legal provisions regulating the process of CVD and criminal law provisions 
ensuring that vulnerability researchers will not face criminal liability. The analysis is limited to the 
overview of legislative perspectives of different EU countries since the existing regulation is com-
pared with the aim to establish the scope of a common approach existing among the Member States. 
Furthermore, the section proceeds with the review of an existing regulation at the EU in this field and 
continues with the discussion on the possible need and added value of an EU-wide regulation oblig-
ing Member States to empower the CVD by establishing legal regulation protecting vulnerability re-
searchers. 

 

3.2 National approaches: from policy to legislative efforts 

Based on the way countries approach vulnerability researchers’ protection, in particular, issues re-
lated to criminal liability, countries can be grouped into several groups. The first group represents 
the Member States that have established a legislative framework guaranteeing the researcher who 
discloses vulnerability following strict conditions set by law will not face criminal liability. For instance, 
France, Poland, and Lithuania belong to this group of countries. Although the approach among the 
countries in this group differs, all of them ensure that if the researcher follows strictly established 
national procedure, s/he will not suffer any legal consequence. 

For instance, in France, the law guarantees that a vulnerability discovery will not be prosecuted even 
if it usually constitutes a crime. Article L.2321-4 of the French Defence Code [55] ensures that the 
researcher or informant acting in “good faith” and transmitting the vulnerability to the ANSSI will not 
face criminal liability.17 Article L.2321-4 of the Defence Code was reviewed in Article 47 of the Law 
for the Digital Republic, which established the CVD policy in 2016 [57]. 

Article 17 of the Cybersecurity Law of Lithuania, effective since 28 June 2021, guarantees that the 
search and disclosure of vulnerabilities will not result in criminal liability to the person who committed 

 

17 https://www.ssi.gouv.fr/en-cas-dincident/vous-souhaitez-declarer-une-faille-de-securite-ou-une-vulnerabilite/  

https://www.ssi.gouv.fr/en-cas-dincident/vous-souhaitez-declarer-une-faille-de-securite-ou-une-vulnerabilite/
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such act only if the search for vulnerabilities is carried out in line of the restrictions set out in the law 
[40]. No respective changes were made along with the establishment of this regulation in the Criminal 
Code of Lithuania.  

Although there is no consistent policy for managing CVD in Poland [17], in order to improve re-
searchers’ protection, security breaches in Poland were partially decriminalized in 2017 [17]. Articles 
269b and 269c of the Penal Code of Poland establish the conditions where criminal liability does not 
arise under Articles 269b and 267(2) and 269a accordingly, i.e. if a person acts exclusively for the 
protection of an information system, an ICT system, or ICT network, or for developing a method for 
such protection (in case of both articles), and has immediately informed the holder of that system or 
network of the revealed threats, and his/her actions did not violate public or private interests or did 
not do any damage (additionally required by Article 269c) [49]. 

Latvia unsuccessfully intended to change its Law on the Security of Information Systems in 2016 to 
establish a legitimate background for the responsible vulnerability disclosure process by amending 
Section 241(3) of the Criminal Code of Latvia [36]. The amendment was supposed to guarantee that 
a person who submitted a responsible vulnerability disclosure report to the CERT about security 
flaws in systems, which process information related to the political, military, economic, social, and 
other security of the State and acted in compliance with responsible vulnerability disclosure policy 
will not be prosecuted [36].  

Ireland does not have a policy in place since, according to the Irish government, the issue should 
be regulated at the EU level [17]. However, the legislation partially implementing the Cybercrime 
Directive leaves some room for vulnerability researchers’ protection. Under the Criminal Justice (Of-
fences Relating to Information Systems) Act 2017 [47], which took effect on 12 June 2017 and mod-
ernized Irish law on cybercrime, each of the offenses established in the Act requires to prove the 
absence of lawful permission, in addition, the offenses related to hacking and unsolicited penetration 
testing carry a further qualification where a person or company had a reasonable excuse. This term 
is not defined in the law and thus its interpretation is left to the case-law [44].  

The other group represents the countries like the Netherlands and Belgium, that have CVD policies, 
however, the law does not provide any specific guarantee that the person disclosing vulnerability 
does not face criminal responsibility. The protection is applied in practice based on the concept that 
a criminal investigation is not instituted in case of legal rehabilitation between the discloser and the 
owner of the IT system. 

The Netherlands is often presented as a CVD pioneer [36]. Although security researchers in the 
Netherlands were able to disclose vulnerabilities in a coordinated fashion already since 2008 [53], 
the first state-level responsible disclosure guidelines were published in 2013 by the National Cyber 
Security Centre [46]. It suggested that the organizations themselves could agree not to take legal 
action against the discloser following the disclosure guidelines [43]. However, if the Public Prosecu-
tion Service believes a crime has been committed, it may still bring charges [43]. 

The Dutch legislation does not include "ethical" hacking, nor does criminal law contain a provision 
ensuring that a discloser acting out of ideological or ethical motives will not face criminal charges. 
Addressing the problem, the Dutch Public Prosecution Service released a framework for handling 
coordinated vulnerability disclosure in March 2013 [51]. The Prosecution Service emphasizes the 
standard of the absolute necessity in the actions taken by a discloser to discover the vulnerability, 
thus the focus of the criminal investigation would be the evaluation if the actions were necessary and 
proportional under the given circumstances [51]. The new guidelines of 2018 did not change the 
rationale behind the Dutch CVD policy – if the researcher acts in line with the procedure established 
by the Dutch National Cyber Security Centre, s/he will not suffer legal consequences either. Avoiding 
negative legal consequences is possible only if an organization has a coordinated vulnerability dis-
closure policy [46]. 

Since 2018, the Belgium Public Prosecution office, the vulnerability reporter community, the com-
mercial sector, and public agencies worked together with the Centre for Cyber Security Belgium on 
the creation of a national approach to CVD [17]. The Centre for Cyber Security Belgium published 
guidelines, which clarify the legal status of the researchers. In Belgium, a CVD policy or bug bounty 
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is based on agreements between the responsible organization and the researchers, outlining the 
contractual terms, typically published on a website [45]. Adopting such a policy denotes the respon-
sible organization has given researchers permission to access or attempt to access the necessary 
IT systems to uncover any potential security flaws or to provide any pertinent information regarding 
their security. As long as the predetermined rules of the CVD are followed, access or attempts to 
access by researchers to certain IT systems is legal [45]. 

Germany and Luxembourg represent the countries where CVD policy is applicable only to the vul-
nerabilities of the software or hardware of the public sector. Researchers must follow the require-
ments established in the policy when disclosing a vulnerability. There are no specific legal provisions 
on avoiding criminal liability. On 21 October 2020, the Bundeswehr (the armed forces of the Federal 
Republic of Germany) published its Vulnerability Disclosure Policy [11], which is applicable only to 
the Bundeswehr’s IT systems and web applications [12]. The Bundeswehr undertakes not to inform 
the law enforcement authorities of the findings if the security researcher follows the instructions of 
the Bundeswehr’s CVD policy, unless criminal or intelligence intentions are pursued.18  

Similar to Germany, the Responsible Disclosure Policy in Luxembourg addresses reporting of vul-
nerabilities occurring in software or hardware of the public sector [29], however, it does not address 
the private sector. Currently the platform GOVCERT.LU is used as a single point of contact to obtain 
and process vulnerabilities occurring in software or hardware of national institutions, agencies, or 
bodies that may have an impact on security [29]. There is no specific legislative framework enhanc-
ing the protection of cybersecurity researchers in Luxembourg, however, the Government considers 
it strategic to create a platform at GOVCERT.LU encouraging researchers to report vulnerabilities in 
the future [17, 26]. 

Finland has a CVD policy since 2010 [51]. CERT of Finland acts as a coordinator in the process of 
vulnerability disclosure, promoting the responsible handling of vulnerability information during all 
stages of the vulnerability life cycle [17].  

In some countries there is no officially approved CVD policy, however, respective national authorities 
provide guidelines to facilitate vulnerability reporting. For instance, in 2019, the National Cyber Se-
curity Centre SK-CERT in Slovakia published a non-normative document “Vulnerability Reporting 
Guideline” [45]. The Guideline offers no guarantees for avoiding criminal liability if the procedure is 
followed, however, the SK-CERT emphasizes that certain activities must be necessarily avoided 
since they will be considered criminal offence [52].  

In Spain there is no formal national CVD policy either, however, CVD policy was developed by IN-
CIBE-CERT, the reference security incident response centre for citizens and private entities in Spain, 
which assists those who want to share information on vulnerabilities found both in INCIBE-owned 
CERT's systems and in the systems of other people or companies [32]. 

There are also countries that have neither a policy nor specific criminal law provisions, thus the 
vulnerability disclosure process is not standardized or regulated. However, vulnerability disclosure 
is in place through different policies of manufacturers. For instance, Portugal has no CVD policy, 
however, different software developers, hardware manufacturers, and service providers have estab-
lished their own vulnerability disclosure policies (for instance Webcheck.pt platform19). Additionally, 
the proposal with a comprehensive CVD policy and legislative amendments, prepared by the task 
force, representing different stakeholders, including the amendments to criminal law is presented to 
the decision makers [17]. A National Cybersecurity Framework, developed by the Portuguese Na-
tional Cybersecurity Centre in 2020 provides information on receiving, analysing, and responding to 
vulnerabilities disclosed internally or by external researchers [48]. While each organization is respon-
sible for the development of internal CVD policy, the national CSIRT team will ensure the coordina-
tion of vulnerability response acting as a mediator [17, 48]. In Sweden there is no official CVD policy 
at the national level, the 2017 national cybersecurity strategy [27] does not include any intentions to 

 

18 https://www.bundeswehr.de/de/security-policy 
19 https://webcheck.pt/en/responsible-disclosure 
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develop it soon [17]. However, different manufacturers, like for instance Swedbank20, use their own 
CVD policies or participate in private initiatives like HackerOne or OpenBugBounty to enable the 
reporting of vulnerabilities [17]. Austria does not have a CVD policy in place either, however, some 
private companies in the country handle vulnerability reporting according to established best prac-
tices. For instance, under the conditions of a bug bounty program of A1 Telekom Austria, everyone 
is eligible to participate in the program subject to its conditions21. Similarly, in Italy, where the CVD 
policy is currently drafted, many private companies use CVD policies for vulnerability disclosure [17]. 
In Estonia, it is commonly accepted in information security communities that the person who dis-
covers a security vulnerability informs the owner of the system or service first [33]. The private sector 
and researchers are active in vulnerability disclosure; however, there is no formalized cooperation 
between these actors and respective governmental institutions [17].  

To sum up, national approaches towards the level of coordination of vulnerability disclosure vary 
from country to country. Only four Member States have a comprehensive CVD policy, which includes 
different aspects of vulnerability researcher’s protection. Five Member States enhanced the protec-
tion with the guarantee (at the legislative or practical level) that the researchers will not suffer nega-
tive consequences (in particular, criminal liability) if they comply with the strict requirements estab-
lished in the national policy or with the CVD policies of different organizations. At least two Member 
States address the reporting of vulnerabilities occurring in software or hardware of the public sector 
and are planning to expand it to the private sector. In a number of Member States, where there is no 
standardized or regulated attitude towards vulnerability disclosure, the researchers are exposed to 
the variety of different policies of manufacturers. This does not stimulate vulnerability discovery and 
disclosure, but at least reduces the risk that the vulnerability researcher may face criminal responsi-
bility. In the countries where these policies do not exist this risk is way higher, and the status of 
vulnerability researcher remains undetermined. 

 

3.3 Different aspects of vulnerability researchers’ protection 

As observed by Ķinis [36], the generally recognized CVD lifecycle encompasses four phases: dis-
covery; reporting; response; disclosure. All four phases are important for ensuring appropriate pro-
tection and recognition for security researchers. For instance, the stage of disclosure is usually as-
sociated with the acknowledgment of the security researcher and the right to get remuneration for 
the efforts. However, from the perspective of possible negative consequences, the stages of discov-
ery and reporting are crucial. The discovery process is, firstly, related to the subjective side of crime. 
The reporting stage is associated with the strict procedure that has to be followed for the reporter to 
be exempted from criminal responsibility. The following subchapters discuss the conditions in which 
criminal responsibility do not arise and different guarantees in different stages of the vulnerability 
disclosure process.  

3.3.1 Discovering vulnerability 

3.3.1.1 Acting in “good faith” 

Cybercrime Directive insists that in all cases, the criminal act must be committed intentionally [1], 
therefore it is logical that CVD policies require the reporters to have no malicious intents while dis-
covering the vulnerability. Usually, there is no definition of good intentions in the policies themselves. 
A good intention often is presumed if the person who discovers and reports vulnerability, acts strictly 
following the established procedure and there is no abuse of vulnerability (see subpart 1.3.1.2.). 
However, some countries, like the Netherlands, provide an explanation of this element in the guide-
lines. It emphasized that the reporting party “wants to contribute to the security of IT systems by 
having this vulnerability remedied and possibly made public at a later stage” [46].  

 

20 https://www.swedbank.com/about-swedbank/contact-us/report-a-security-flaw.html  
21 https://www.openbugbounty.org/bugbounty/PaulMar23292621/  
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This element is particularly important in countries where there is a specific legal ground ensuring 
that a discloser acting out of ideological or ethical motives will not face criminal liability. For instance, 
Article 47 of the French Law for the Digital Republic creates a safe harbour for vulnerability reporters 
when one out of two criteria are strictly met, constituting a derogation to French criminal law “Re-
searchers reporting a vulnerability must act in good faith, i.e., either knowing that they act within the 
boundaries of the legal framework, or that they reasonably ignore that they are acting outside of the 
legally authorized scope” [17]. Article 40 of the French Code of Criminal Procedure states that: “[...] 
Any constituted authority, public officer or civil servant who, in the exercise of his duties, acquires 
knowledge of a crime or misdemeanour is required to notify the public prosecutor without delay and 
to transmit to this magistrate all information, reports, and acts relating thereto” [56]. However, Article 
47 of the French Law for the Digital Republic established that: “For the purposes of information 
systems security, the obligation provided for in Article 40 of the Code of Criminal Procedure shall not 
apply to a person acting in good faith who transmits to the national authority for the security of infor-
mation systems information on the existence of a vulnerability concerning the security of an auto-
mated data processing system [...]” [57]. As we see legal definition of the term brings more clarity 
and legal certainty to the vulnerability reporters.  

3.3.1.2 Abuse of the vulnerability 

The list of prohibited actions that researchers may not ever perform is established by various above-
mentioned cybersecurity agencies or governmental administrations as part of the CVD policies. Dif-
ferent EU member states have different approaches to the actions that researchers can or cannot 
take, however, some similarities may be observed. 

Lithuania [39], Germany22, Belgium23, the Netherlands [46], Spain [32] prohibit researchers from 
copying, modifying, editing, or suppressing data from the IT system, modifying parameters of the IT 
system and attacking by a distributed denial of service (DDoS). Another common character in most 
of the countries is the prohibition of attacks through social engineering (Germany, Belgium, the Neth-
erlands, Spain) and installing malware (virus, worm, trojan horse, or else) (Germany, Belgium, the 
Netherlands, Spain, Lithuania). Brute-force attacks to gain access to a system (in the Netherlands, 
Spain, Lithuania, and Belgium) and repeated access to the system or sharing access to the system 
with others (in Germany, and the Netherlands) are also mentioned by some countries as prohibited 
activities.  

3.3.2 Reporting vulnerability 

3.3.2.1 Subjects 

The CVD policies in various countries use multiple terms to describe the subject who discovers and 
reports vulnerability. Some countries simply describe the subject by bringing in activities-related 
words. For instance, paragraph 2 of article 47 of the French Law for the Digital Republic mentions 
the person who originated the transmission [57], and Article 17 of Lithuanian Law on Cyber Security 
refers to a person who discovered a vulnerability. Other countries, institutions, or organizations use 
specific terminology. For instance, Belgium Centre for Cyber security utilizes the term a CVD policy 
participant and an ethical hacker. Slovakian National Cyber Security Centre refers to a reporter (re-
searcher, lab), the EU uses the term vulnerability researcher in the proposal for the reviewed NIS2 
Directive, and ENISA mentions security researchers involved in vulnerability discovery. To compare, 
the U.S. Department of Health & Human Services also uses the term security researcher. However, 
as explained in the policy, the term research is described by a set of desired activities, as well as 
prohibited actions that would be regarded as illegal if proceeded.24 

Usually, the CVD policies or specific legal acts do not provide the definitions of the above-mentioned 
terms, therefore, based on the general principle of law, these terms should be interpreted using the 

 

22 https://www.bundeswehr.de/de/security-policy 
23 https://ccb.belgium.be/en/faq-coordinated-vulnerability-disclosure-policy-cvdp-and-bug-bounty-programmes  
24 https://www.hhs.gov/vulnerability-disclosure-policy/index.html  
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ordinary meaning of the language of the legal act. There is no commonly accepted normative defi-
nition of a researcher, not to mention a security researcher. However, in some jurisdictions, the term 
researcher may have a normative definition in the legal acts, that are not directly related to cyberse-
curity. For instance, the Law on Higher Education and Research of Lithuania defines a researcher 
as “a person having a higher education” [41]. Therefore, Lithuanian Law on Cyber Security does not 
use the word researcher since it would limit coordinated vulnerability discovery to persons who have 
higher education in the sense that it would leave uncertainty as to the applicability of this procedure 
to those who are not highly educated. It is doubtful if the EU legislator or ENISA, summarizing the 
Members States’ efforts in developing CVD policies and legislation had an intention to limit the circle 
of the subjects that can be engaged in vulnerability disclosure. In the view of the authors, this limita-
tion would have no plausible explanation and would not definitely contribute to strengthening cyber-
security resilience. 

3.3.2.2 Reporting procedure 

Since there is no common approach to CVD, vulnerabilities’ reporting procedures differ from country 
to country, where the process is coordinated by a national CERT, not to say from organization to 
organization where different organizations develop their own CVD policies.  

For instance, some countries establish precise deadlines when a vulnerability must be reported. 
E.g., Lithuanian Law on Cyber Security obliges the person who has performed the vulnerability 
search no later than within 24 hours from the beginning of the vulnerability search (and if the search 
continues for more than 24 hours – every 24 hours), to prepare information about the results of the 
vulnerability search specified in the national vulnerability disclosure description (Article 17 of the 
law). 

In countries, where the CVD policy is in place at a national level, national CERTs often, but not 
always, function as intermediaries. In some jurisdictions, coordinated vulnerability reporting must 
necessarily be conducted by contacting solely national CERT. For instance, one of the criteria men-
tioned in Article 47 of the French Law for the Digital Republic that vulnerability researchers must fulfil 
for avoiding criminal liability is that they report exclusively to ANSSI – no other public institution can 
receive a vulnerability notification. In other countries, regulations give the possibility to choose to 
submit the report directly to the organisation concerned or, alternatively, to a national CERT. Under 
the German Bundeswehr’s vulnerability disclosure policy, whenever a vulnerability is discovered, 
reporters should use the contact form to get in touch with the Bundeswehr about the security problem 
and are asked to send the results by email. They must provide Bundeswehr with sufficient infor-
mation so that they can reproduce and analyse the problem and provide a contact option for addi-
tional questions.25 Lithuanian Law on Cyber Security obliges the person who has performed the 
vulnerability search to submit the report to the National Cyber Security Centre, or to the entity whose 
communication and information system has been searched for vulnerability [40]. The Dutch CERT 
may act as a mediator if the reporting of the vulnerability does not go as expected, or if a reporting 
party would prefer not to report the vulnerability directly to the organization. The National Cyber 
Security Centre attempts to put in contact with the reporter and the organization affected by a vul-
nerability after its reporting [46]. 

3.3.3 Anonymity v. visibility 

3.3.3.1 Anonymity of the reporters 

Protection of the identity of the vulnerability reporter is an essential guarantee. Although timely re-
porting of the vulnerabilities permits the relevant stakeholders, such as vendors and ICT infrastruc-
ture owners, to minimize the negative consequences on users, property, and reputation, this does 
not ensure that the manufacturer or operator of the vulnerable product or service would not under-
take unauthorized recourse or intimidate the reporter [52]. For instance, Paragraph 2 of Article 47 of 
the French Law for the Digital Republic allows the person at the origin of the discovery of the vulner-
ability to remain anonymous, and the ANSSI preserves the elements of the declaration but also 

 

25 https://www.bundeswehr.de/de/security-policy 
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guarantees confidentiality of the identity [57]. Similarly to the French CVD procedure, the Bun-
deswehr offers the researcher to remain anonymous or, if he or she does not object, to communicate 
his or her identity to third parties. The German Bundeswehr’s vulnerability disclosure policy ensures 
confidentiality of the report and will not pass the reporter’s personal data on to third parties without 
his/her consent [17]. Likewise, in Slovakia, SK-CERT may contact entities concerned either with the 
reporter's identity or with the reporter's anonymity [52]. In Belgium, the confidentiality of the re-
searcher and the exchange of information must also be ensured, however, it is important to mention 
that CVD in Belgium is based on the contractual provisions between an organisation and the reporter 
[17]. 

3.3.3.2 Acknowledgement 

The need for an acknowledgment for a researcher having disclosed a vulnerability is approached 
differently due to the debate that it may also stimulate illegal hacking. For instance, the Bundeswehr 
ensures that reporters with successful submissions will be recognised on an acknowledgements 
page.26 The Dutch National Cyber Security Centre suggests mentioning the name of the reporter if 
s/he wishes in a publication regarding the vulnerability [46]. The ANSSI on the contrary does not 
guarantee any acknowledgement for a reporter having disclosed a vulnerability to the agency. 

3.3.4 Compensation 

The question of whether to pay for the vulnerability reporters is disputable [53]. On the one hand, 
paying vulnerability disclosers can motivate people to share discovered flaws with the government 
and private organisations instead of using them offensively. Paying disclosers might be another 
method to appreciate the work and dedication of security researchers. On the other hand, there are 
concerns about the long-term effects, particularly regarding the labour rights of security researchers 
of the government potentially relying on an external, distributed workforce for vulnerability discovery 
and disclosure, as well as the ability of the government to pay remuneration due to administrative 
challenges related to the procurement policies and criteria [53].  

Naturally, the countries address this question differently. Latvian CERT suggests that acknowledg-
ment is a sufficient reward for reporting a vulnerability, therefore, no compensation is offered27. The 
Bundeswehr does not plan to offer bug bounties either.28 On the contrary, the Dutch National Cyber 
Security Centre rewards every report of vulnerability depending on the quality of the report and the 
severity of the vulnerability [46]. Slovakian SK-CERT even encourages remuneration of the vulner-
ability reporters “to increase the security of the company's products and services”. The reward may 
be offered by the company. In Belgium, a company can offer an award to the participant depending 
“on the amount, importance or quality of the information transmitted”29. ANSSI does not mention any 
compensation after a disclosure. 

 

3.4 EU legislative approach 

3.4.1 Current regulation 

Ķinis [36] identifies the Proposal for a Council framework decision on attacks against information 
systems of 2002 [22] as the origin of the responsible vulnerability disclosure legal framework [36]. 
The adopted Council decision set a purpose to approximate criminal law around serious attacks 
against information systems by contributing to the fight against organized crime and terrorism, and 
therefore to ensure strong judicial cooperation in the area of criminal offenses related to attacks 

 

26 https://www.bundeswehr.de/de/security-policy 
27 https://cert.lv/en/about-us/responsible-disclosure-policy 
28 https://www.bundeswehr.de/de/security-policy 
29 https://ccb.belgium.be/en/faq-coordinated-vulnerability-disclosure-policy-cvdp-and-bug-bounty-programmes 
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against information systems [13]. Yet, it emphasized the “need to avoid over-criminalization, partic-
ularly of minor cases, as well as a need to avoid criminalizing right-holders and authorized persons” 
(Recital 13).  

The Cybercrime Directive [1] amending and expanding the provisions of the above-mentioned Coun-
cil decision, introduced a new regulation for harmonization of criminalization of a number of offenses 
directed against information systems and their penalties. Simultaneously, the Cybercrime Directive 
encouraged Member states “to provide possibilities for the legal detection and reporting of security 
gaps” (Recital 12). The EU legislator emphasized the effectiveness of identification and reporting of 
threats and risks posed by cyberattacks and the related vulnerability of information systems” to the 
“prevention of, and response to, cyberattacks and to improving the security of information systems” 
(Recital 12). The directive left a wide discretion to the national legislator in choosing how vulnerability 
disclosure is implemented in practice, while emphasizing that in absence of criminal intent or man-
dated testing or protection of information systems criminal liability should not be imposed (Recital 
17).  

In 2016, the NIS Directive [2] was adopted by the EU establishing minimum harmonization rules on 
vulnerability disclosure. The NIS Directive establishes that the announcement of incidents reported 
to the authorities should properly balance the public’s interest to be informed about threats against 
the possible harm to essential services operators and digital service providers reporting incidents 
(Recital 59). Under NIS Directive, competent authorities and CSIRTs should focus on keeping strictly 
confidential information about product vulnerabilities before releasing adequate security fixes (Re-
cital 59). At the same time, the NIS Directive was not intended to interfere with the Member States’ 
right to safeguard their essential state functions, and to maintain law and order by pursuing an in-
vestigation of criminal offenses (Art. 1(6)). Yet, the issue of criminal liability for the illegal breach of 
information systems was already handled with the Cybercrime Directive. As the directive set only 
minimum rules on the matter, the Member States were left with a wide discretion that lead them to 
divergent practices concerning the criminalization of white hacking, as demonstrated above. 

3.4.2 Current regulation 

Cybersecurity experts doubt that the CVD mechanism may be effective at the EU level without har-
monization efforts, therefore they suggest amending the Cybercrime Directive [17, 61]. For this pur-
pose, they suggest amending the Cybercrime directive, namely directing the Member States to take 
the specific case of well-meaning hackers into account in their national legislation [61].  

As demonstrated in the analysis above, a still relatively small number of EU Member States establish 
a legal basis assuring that criminal responsibility does not arise if CVD procedure is followed 
properly. This is usually done through certain provisions of criminal laws (e.g., Poland) or by intro-
ducing special provisions to the laws governing cybersecurity (e.g., Lithuania). Although the CVD 
policies in different countries provide the guarantee that researchers will not be prosecuted if they 
follow strict requirements established in the policy, in absence of a clear legal background in criminal 
law there is no certainty for vulnerability researchers that they will not be prosecuted for disclosing 
vulnerabilities in certain circumstances. Finding a vulnerability may involve breaking the law. In coun-
tries where vulnerability disclosure is left to the agreement between the organization and the re-
searcher, like in the Netherlands, based on the CVD policy of the organization, the parties may agree 
that any possible criminal activities will not be reported [46]. However, this approach does not guar-
antee that a prosecutor will not start a criminal investigation ex officio believing that the policy bound-
aries were exceeded. Italian legal scholars and judges say that it would be shocking to leave it up to 
the judges to decide what constitutes unauthorized access to a system, as each judge is free to 
determine within its scope what should be considered ethical hacking and what should not be con-
sidered ethical hacking [17]. Moreover, this procedure is entirely dependent on the organizations’ 
policy preconditions that the reporting party must comply with [46], which means that there is no 
common approach even at the national level since the vulnerability researchers must deal with a 
number of different CVD policies of various organizations.  
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Additionally, as observed in the Cybercrime Directive, the “transnational and borderless character of 
modern information systems means that attacks against such systems are often trans-border in na-
ture” (Recital 27) [1]. In relation to this, the CEPS’s scholars accurately express doubt as to whether 
and how such policies like those allowed in the Netherlands would have a practical impact in the 
remaining jurisdictions where such policy documents would not be accepted in the judicial system of 
the remaining jurisdictions within the EU [51]. Another concern is whether the vulnerability researcher 
could avoid prosecution in the jurisdictions where the conditions for prosecuting illegal access are 
stricter [51].  

Thus, it is obvious that an unambiguous provision in criminal law ensuring that vulnerability research-
ers will not face criminal liability, would not only ensure more legal certainty but would also bring 
more clarity to the legal environment in which vulnerability researchers operate by defining the con-
ditions under which the identification and disclosure of vulnerabilities would not lead to a breach of 
criminal law. 

It is obvious that existing legal regulation at the EU level encouraging the Members States to provide 
possibilities for the legal detection and reporting of security gaps in place for already a decade has 
not ensured a common approach towards the guarantees of security researchers. Since the EU law 
does not present an obligation to introduce the guarantee for not entailing liability in the criminal law, 
Member States choose different solutions, sometimes struggling with the desirable legislative 
changes at the national level (e.g., Latvian example to introduce changes to Latvian criminal law). 
Since the EU has already started the enhanced harmonization of legal regulation in this area, by 
introducing common definitions, incriminations, and sanctions, it would be reasonable to include a 
specific provision imposing the obligation on Member States to define the conditions under which 
the identification and disclosure of vulnerabilities will not result in incrimination. The remaining ques-
tion is which EU legal act is the most suitable for this purpose, the NIS 2.0 or the Cybercrime Di-
rective. 

In the context of this discussion, it is important to observe that Italy proposed to amend the NIS 2.0 
Directive by introducing the rule, not present in the initial proposal of the revised text of the legal act, 
that Member States are in charge of defining the conditions under which the identification and dis-
closure of vulnerabilities does not lead to a violation of criminal law [17]. The directive proposes that 
Member States designate a CSIRT in the role of ‘coordinator’ which would act where necessary as 
an intermediary between the reporting entities and the providers of ICT products or services [14]. 
The CSIRT coordinator should be authorized to identify, and contact concerned entities, support 
reporting entities, negotiate disclosure timelines, and manage vulnerabilities that affect multiple or-
ganizations (multi-party coordinated vulnerability disclosure) [14]. Additionally, it seems that under 
the finally agreed text of the revised NIS 2.0 Directive, the Member States are obliged to take 
measures to facilitate CVD by establishing a relevant national policy. Member States should address, 
as much as possible, the difficulties faced by vulnerability researchers, such as potential criminal 
liability under their national legal order. 

From the perspective of the national law, it is not essential which EU legal act provides for the obli-
gation to adopt a national law. From the perspective of EU law, the choice is determined by the EU's 
competence to regulate a specific area and thus also the field of the matter. Since the need for a 
common approach toward the exemption from criminal responsibility of security researchers relates 
to the harmonization of criminal law provisions, the revision of the Cybercrime Directive, as sug-
gested by YesWeHack and ENISA, would be a more appropriate choice. 

 

3.5 Conclusions and recommendations 

Given the state-of-the-art of policies and legislation of the different Members States, it must be con-
cluded that there is no uniform approach toward the protection of vulnerability researchers in the 
European Union mainly because only a few Member States have a comprehensive CVD policy, 
which includes different aspects of vulnerability researcher’s protection. Additionally, a couple of 
Member States address only the reporting of vulnerabilities occurring in software or hardware of the 
public sector, and several Member States that do not have a national CVD policy, provide CVD 
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guidelines. In some countries, there are still no national CVD policies, although the vulnerability dis-
closure process is widely practiced in the private sector with individual vulnerability policies in place.  

Legal protection of a researcher may incorporate different aspects, first and foremost the rights and 
obligations related to vulnerability research, discovery, reporting, and recognition. The right to be 
acknowledged and the right to stay anonymous are two diagonally opposite interests of vulnerability 
reporters, that are ensured differently depending on the policy existing in the country. It is usually 
ensured in the countries where a national CERT acts as a mediator and may have limitations in 
those Member States where vulnerability reporting is based on contractual arrangements between 
an organization and the reporter. The right to be acknowledged and remunerated is recognized in 
some, but not all countries with a CVD, due to the differing considerations of the possible dangers 
of such stimulation. The obligation to act in good faith/have good intentions and follow strictly the 
procedure established in national or organization CVD policy is the requirement intrinsic for avoiding 
criminal responsibility. However, although there are similarities, the list of the prohibited activities 
while discovering vulnerability, or once it is discovered, differs even in the countries with a CVD 
policy on a national scale. Additionally, even though the national laws with the EU are harmonized 
in the cybercrime area based on the Cybercrime directive, the assessment of the subjective part of 
any possible crime will be impacted by diverging national case-law. 

Only four Member States enhanced the protection with the guarantee (at the legislative or practical 
level) that the researchers will not suffer negative consequences (in particular, criminal liability) if 
they comply with the strict requirements established in the national policy or the CVD policies of 
different organizations. Avoiding criminal liability is approached mainly from two different perspec-
tives: by establishing the “guarantee” clause in criminal law or another related legal act or, alterna-
tively, by establishing the obligation to conclude the agreement on vulnerability disclosure with the 
manufacturer. In a number of Member States, where there is no standardized or regulated attitude 
towards vulnerability disclosure, the researchers are exposed to the variety of different policies of 
manufacturers. It does not stimulate vulnerability discovery and disclosure; however, it at least re-
duces the risk that the vulnerability researcher may incur criminal liability. In the countries where 
these policies do not exist, this risk is higher, and the status of vulnerability researcher remains 
undetermined. 

It is obvious that existing legal regulation at the EU level encouraging the Members States to provide 
possibilities for the legal detection and reporting of security gaps in place for already a decade has 
not ensured a common approach towards the guarantees of security researchers. Since the EU has 
already started the enhanced harmonization of legal regulation in this area, by introducing common 
definitions, incriminations, and sanctions, it would be reasonable to include a specific provision im-
posing the obligation on the Member States to define the conditions under which the identification 
and disclosure of vulnerabilities will not result in incrimination. Since the need for a common ap-
proach toward the possible criminal liability of security researchers relates to the harmonization of 
criminal law provisions, the revision of the Cybercrime Directive would be a more appropriate choice. 
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Chapter 4 Summary and Conclusion 

In this deliverable, two important legal fields for future cybersecurity research were discussed.  

Firstly, we addressed how to deal with the large amount of often personal data in the field of research 
in a legally compliant manner. As with any scientific research involving personal data, a balance 
must be struck between the legitimate protection of data subjects' rights on the one hand, and the 
freedom of research and societal benefits of cybersecurity research on the other. Therefore, we have 
analysed the European scientific research and the strategy developed by the European Union and 
examined what impact the General Data Protection Regulation has in this regard. The aim was to 
formulate guidelines for researchers on how to strike a balance between privacy protection and the 
requirements of scientific research. Indeed, the General Data Protection Regulation allows for some 
adaptations to the specific situation of the use of personal data for scientific research purposes. 
However, it must be taken into account that the stricter general rules of data protection law must be 
complied with, for example, when data is collected not specifically for research purposes or when 
the research objective has been achieved - i.e., when the system goes into operation. 

We also highlighted the implications of the provisions of Directive (EU) 2019/1024 on open data and 
the re-use of public sector information, which require that all data from publicly funded research 
should be made available for re-use by third parties free of charge and in accordance with the FAIR 
principles. 

In the future, the provisions of the recently adopted Data Governance Act will be important, as it 
creates the possibility of altruistic data sharing to improve research for public interest purposes within 
the Union. Although the term public interest is not conclusively defined in the Data Governance Act, 
a socially pressing issue such as cybersecurity is likely to be included. Finally, the proposed Data 
Act foresees harmonized rules for fair access to and use of data. In particular the provisions for 
mandatory data sharing from the private to the public sector in case of “exceptional need” and the 
possibility to use this data for carrying out scientific research offers potential for cybersecurity re-
search. 

Secondly, we discussed the case of coordinated vulnerability disclosure (CVD), i.e., how to deal 
responsibly and legally with identified security vulnerabilities. Malicious actors around the world ex-
ploit vulnerabilities - weaknesses, susceptibilities or flaws in an asset, system, process or control 
that can be exploited by private and public sector agents and criminals for cyberattacks. As a coun-
termeasure, a number of countries around the world have addressed this problem through the Co-
ordinated Vulnerability Disclosure (CVD) policy. In some national jurisdictions, these measures in-
clude a legal framework for security research and vulnerability disclosure practices done in good 
faith. In the absence of such legal regulation, the detection and disclosure of vulnerabilities may lead 
to prosecution of the researcher under national criminal law. We have compared the legal and policy 
approaches to ensuring the protection of vulnerability researchers by discussing different safeguards 
at different stages of the vulnerability disclosure process. We found that there is currently no common 
approach to regulating CVD in Europe, the landscape is ranging from a complete lack of regulation 
to non-binding recommendations on how to deal with CVD, to a few countries that have already 
comprehensively regulated CVD. Countries with an existing CVD regulation have established pro-
cedures for what researchers must or must not do to avoid criminal liability. But even the lists of 
activities prohibited in vulnerability disclosure vary from country to country. This still makes it difficult 
for researchers who are detecting and eliminating cyber risks to work on a stable basis.  

It is clear that this regulatory patchwork does not help to promote the politically desired identification 
and reporting of vulnerabilities. It would be desirable that, in the course of the current harmonisation 
of legislation in this area, common definitions, constituent elements and sanctions were also formu-
lated to end the current legal uncertainty. 
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Chapter 5 List of Abbreviations  

Abbreviation Translation 

AI Artificial Intelligence 

ANSSI  Agence Nationale de la Securité des Systèmes d’information 

CERT  Computer emergency response team  

CNIL Commission nationale de l'informatique et des libertés 

CSIRT  Computer security incident response team 

CVD  Coordinated (controlled) vulnerability disclosure 

DDoS  Distributed denial-of-service 

EDPB European Data Protection Board 

EIT European Institute of innovation and technology 

ENISA  European Union Agency for Cybersecurity 

ERAC  European Research Area Committee 

ESFRI European Strategy Forum on Research Infrastructures 

EU  European Union 

FAIR findable, accessible, interoperable, re-usable 

GDPR General Data Protection Regulation 

IT  Information technology 

SMEs  Small and medium-sized enterprises  

UN  United Nations 
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